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Learning Objectives for this Lesson

By the end of this lesson, you should be able to...

* Explain that just because you can build some software does not mean that
you should

* Provide examples of situations where software causes (inadvertent) harm



Engineering Equitable Software

“One mark of an exceptional engineer is the ability to understand how
products can advantage and disadvantage different groups of human
beings. Engineers are expected to have technical aptitude, but they
should also have the discernment to know when to build something

and when not to."

-Demma Rodriguez,
Head of Equity Engineering @ Google

Quote: “Software Engineering at Google: Lessons Learned from Programming Over Time,” Wright, Winters and Manshreck, 2020 (O’Reilly)



More than “don’t be evil”

Engineering equitable software requires conscious effort

 How do we determine what “the right thing” is?
« How do we convince our investors/managers to take this action?

e Out of scope for this week: ethical frameworks (how do we reason between
multiple compelling tradeoffs)

* This lesson: Discuss some examples that hopefully we all agree are
problematic



Software Engineering & Ethics Example
Algorithmic Bias: COMPAS Sentencing Tool
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Analysis of Broward County, FL data: “How We Analyzed the COMPAS Recidivism Algorithm” by Jeff Larson, Surya
Mattu, Lauren Kirchner and Julia Angwin



https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm
https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

oftware Engineering & Ethics Example

Algorithmic Bias: Price Discrimination
THE WALL STREET JOURNAL. Q

Websites Vary Prices, Deals Based on
Users' Information

Getting Different Deals Online

A Journal examination found online retailers adjusted prices by a shopper’s location, among other factors
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By Jennifer Valentino-DeVries, Jeremy Singer-Vine and
Ashkan Soltani

December 24 2012

https://www.wsj.com/articles/SB10001424127887323777204578189391813881534
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FairTest: Discovering Unwarranted Associations in Data-Driven Applications’
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Abstract—In a world where traditional notions of privacy are
increasingly challenged by the myrind companies that collect
and anmlyzc our data, it is importand thal decision-making
entities are held accountable for unfair treatments arising from
irresponsible data usage. Unfortunately, a lack of appropriate
methodolagies and tools means that even identifying nnfair or
discriminatory effects can be a challenge in practice.

We introduce the unwarranted associations (UA) framework,
a principled methodelogy for the discovery of unfair, discrimi-
malory, or offensive user (rcatment in dsta-driven applications,
The UA framework unifies and rationalizes a number of prior
attempts at formalizing algorithmic fairness. It uniquely com-
hines multiple investigative primitives and fairness metrics with
broad applicability, granular exploration of unfair treatment
in user subgroups, and incorporation of natural notions of
utility that may account for observed disparities.

We instanliste the UA framework in MairZess, the lirst
comprehensive tool that helps developers check data-driven
applications for unfair user treatment. It enables scalable and
statistically rigorous investipation of associations between ap-
plication outeomes (such as prices or preminms) and sensitive
user allribules (such us race or gender), Furthermore, Fairlust
provides debugging capabiifties that let programmers rule out
potential confounders for observed unfair effects.

We report on use of FairTest to investigate and in some
cases nddress disparate impaet, offensive labeling, and uneven
rates of algorithmic error im four data-driven applications.
As examples, our results reveal sublle biases against older
populalions in the distribution of ¢rror in o predictive henlth
application and offensive racial labeling in an image tagger.

1. Introduction

Today’s applications collect and minc vast guantitics
of personal information. Such data can boost applications’
utility by personalizing content and recommendations, in-
crease business revenue via tarpeled product placement, and
improve a wide range of socially beneficial services, such
as healthcare, disaster response, and crime prevention.

The collecltion and use of such duta raise (wo important
chalienges, First, massive data collection 15 pereeived by
many 85 @ major threat to aditional notions of 1ndividusl
prvacy. Sccond, the use of personal data for algonthme
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decision-making can have unintended and harmful conse-
quences, such as unfair or discriminatory treatment of users.

In this paper, we dezl with the latter challenge. Despite
the personal and societal benefis of today’s data-driven
warld, we arpue that companies that callect and uwse our
data have a responsibility o ensure equitable user treatment.
Indeed, Furopean and TLS. regulators, as well as varous
policy and legal scholars, have recently called for increasad
wlgurithmic accountability, and in particular for decision
making Wwols (o be audited and “tested for farmess™ [1). [2).

There have been many recent reports of unfair or
discrinunatory  effects in data-doven applications, mostly
gquahfied as unintended consequences of data heunsnces or
overleoxed bugs. For example, Google's image tagger was
found to associate racially offensive labels with images
of black people [3]; the developers called the situadon &
bug and promised to remedy it as soon as pessible. In
another case [4). Wall Srweer Journal investigators showed
that Staples' online pricing algorithm discriminated against
lower-income people. They referred to the situation as an
“unintended consequence” of Staples’s seemingly rational
decision to adjust online prices based on user proximity to
competitors' stores. This lad to higher prices for low income
customers, who generally live farther from these stores.

Staples’ intentions aside, it is evidently difficult for
programmers to foresee all the subtle implications and risks
of datadiiven heurnistics, Moteover, these nsks will only
increase as data s passed throngh mereasingly complax
machine learmng (ML) algonthms whose associations and
inferences may be ampossible W anticipate.

We wgue that such algorithmic biuses wre new kinds
of bugs, specific to modemn, data-driven applications, that
programmers should proactively check for, debug, and fix
with the same rigor as they spply to other sccurity and
privacy bugs. Such bugs can offend and even harm users, and
cause programmers and businesses embarrassment, mistrust,
and potentially loss of revenue. They may also be symptoms
of a malfunction of 2 data-driven algorithm, such as 2 ML
algarithm exhibiting poar accuracy for minority groups that
are underrepresented in its training set [5).

We refer o such bugs zenerically as unwarranted as-
socigtions. Understanding and identfying unwarranted as-
sociations 18 an important step wwands holding asiomated
decision-making entibies aecuaniaiie for unfwr prachices,
thus also providing incentive for the adoption of comreclive
measures [L). [2], [6]. [7].

The Unwarranted Associalions Frumework. In order (o
i
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https://www.wsj.com/articles/SB10001424127887323777204578189391813881534

Software Engineering & Ethics Example

Climate Impact: Machine Learning Model Training & Development

A Reg Consumption COse (Ibs)
The A Register’ .
Air travel, 1 passenger, NY <>SF 1984
vAEML _ Human life, avg, 1 year 11,023
Al me to the Moon... Carbon footprint for : :
L , . American life, avg, | year 36,156
training GPT-3' same as driving to our natural C 1 fuel 1 lifet 126.000
satellite and back ai, ave 1k 1Ueh, ctime ’
Get ready for Energy Star stickers on your robo-butlers, maybe?
Katyanna Quach Wed 4 Nov 2020 // 07:59 UTC SHARE Tr: diﬂing one model (GP U)
Training OpenAl’s giant GPT-3 text-generating model is akin to driving a NLP pipeline (parsmg SRIJ) 39
car to the Moon and back, computer scientists reckon. . ) ? ]
§ | | | w/ tuning & experimentation 78,468
More specifically, they estimated teaching the neural super-network in a
Microsoft data center using Nvidia GPUs required roughly 190,000 kWh, Transformer (bl g) 1 92
which using the average carbon intensity of America would have )
produced 85,000 kg of CO, equivalents, the same amount produced by a w/ neural architecture search 626, 155

new car in Europe driving 700,000 km, or 435,000 miles, which is about
twice the distance between Earth and the Moon, some 480,000 miles.
Phew.

“Energy and Policy Considerations for Deep Learning in NLP” Emma

https://www.theregister.com/2020/11/04/gpt3 carbon footprint estimate/ Strubell, Ananya Ganesh, Andrew McCallum, in Proceedings of ACL 2019



https://arxiv.org/pdf/1906.02243.pdf
https://arxiv.org/pdf/1906.02243.pdf
https://www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/

Software Engineering & Ethics Example

Inclusivity and Accessibility: Domino’s Pizza LLC v. Robles

Domino’s Would Rather Go to the
Supreme Court Than Make Its
Website Accessible to the Blind

Rather than developing technology to support users with disabilities, the pizza chain is taking
its fight to the top

by Brenna Houck | @EaterDetroit | Jul 25,2019, 6:00pm EDT

f Y [ suare

Jul 15 2019 Brief amicus curiae of Washington Legal Foundation filed.

Jul 15 2019 Brief amici curiae of Retail Litigation Center, Inc., et al. filed.

Jul 15 2019 Brief amicus curiae of Cato Institute filed.

Jul 15 2019 Brief amicus curiae of Restaurant Law Center filed.

Jul 15 2019 Brief amici curiae of Chamber of Commerce of the United States of

America, et al. filed.

“*Domino’s Would Rather Go to the Supreme Court Than Make Its Website

Accessible to the Blind” by Brenna Houck, Eater Detroit



https://www.eater.com/2019/7/25/8930669/dominos-supreme-court-website-accessible-blind-users
https://www.eater.com/2019/7/25/8930669/dominos-supreme-court-website-accessible-blind-users

Software Engineering & Ethics Example

Evading regulation: Volkswagen

The Emissions Tests That Led to
the Discovery of VW’s Cheating

The on-road testing in May 2014 that led th@California Air Resources Board to
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Source: Arvind Thiruvengadam, Center for Alternative
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This sysiem traps nitrogen oxides, reducing toxic
emissions. But the engine must regularly use more
fuel to allow the trap to work. The car's computer
could save fuel by allowing more pollutants to pass
through the exhaust system. Saving fuel is one
potential reason that Volkswagen's software could
have been altered to make cars pollute more,
accordirg to researchers at the International
Council an Clean Transportation.

“How Volkswagen'’s ‘Defeat Devices’ Worked” By Guilbert Gates, Jack Ewing, Karl Russell and Derek Watkins



https://www.nytimes.com/interactive/2015/business/international/vw-diesel-emissions-scandal-explained.html

Reflecting on these examples

ersonal philosophies and business cases

Algorithmic Bias: COMPAS Sentencing Tool
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Aralysis of Eroward County, FL date: “How We Analyzed tha COVMPAS Recidivism Algorithm” by Jeff Larson, Surya
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“2ominp’s ‘Would Rather Go to the Suprame Court Than Make Its Yvebsite
Accessible to the Blind” by Brenna Houck, Eater Detroit

Algorithmic Bias: Price Discrimination
- THE WALL STREET JOURNAL. Q

Websites Vary Prices, Deals Based on
Users' Information

Getting Different Deals Online
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“How Volkswagen's ‘Defzat Devices' Workec” By Gui bert Gates. Jack Ewing, <arl Russell and Derek Watkins




Engineering Equitable Software

This week’s roadmap

* This lesson: What does it mean to build software that is equitable®?
* 11.2: Ethics in Software Engineering

* 11.3: Acceptance & Inclusivity Testing



This work is licensed under a Creative Commons
Attribution-ShareAlike license

* This work is licensed under the Creative Commons Attribution-ShareAlike 4.0 International License. To view a copy
of this license, visit http://creativecommons.org/licenses/by-sa/4.0/

e You are free to:

e Share — copy and redistribute the material in any medium or format
 Adapt — remix, transform, and build upon the material
e for any purpose, even commercially.

* Under the following terms:

e Attribution — You must give appropriate credit, provide a link to the license, and indicate if changes were made.

You may do so in any reasonable manner, but not in any way that suggests the licensor endorses you or your
use.

e ShareAlike — If you remix, transform, or build upon the material, you must distribute your contributions under
the same license as the original.

 No additional restrictions — You may not apply legal terms or technological measures that legally restrict others
from doing anything the license permits.
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